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ABSTRACT

Traditional production systems are characterized by rare software
updates and fixed production lines. Each production unit is designed
and programmed for a specific task. Therefore, the reliability assess-
ment is conducted once before the operation, mostly manually, and
is based on traditional reliability models, such as event trees, fault
trees, or reliability block diagrams. In comparison to traditional pro-
duction systems, the focus of modern, complex production systems
is shifted towards the software part. This is emphasized by the con-
cepts of digital twins and Software-Defined Manufacturing (SDM).
These software-intensive and safety-critical systems have more
frequent software updates to address higher system flexibility and
adjustable production processes. Therefore, SDM systems require a
new approach to reliability assessment. Each software update can
change the system behavior significantly. This leads to the neces-
sity to reconduct the reliability assessment automatically before
each software update. Advanced and hybrid reliability models are
the key enabling technology. These models must be automatically
generated and synchronized with the available system models and
digital twins. Model-to-Model (M2M) transformation methods are
another enabling technology.

In this paper, we present a case study on automated and contin-
uous reliability assessment of SDM. It shows, that our new method
is a suitable candidate to enable the reliability assessment of SDM
based on digital twins. The method includes (i) the extension of
SysML v2 for reliability assessment, (ii) the automatic generation
of hybrid reliability models from the digital twin, and (iii) their reli-
ability assessment with new solvers developed for our OpenPRA
framework.
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1 INTRODUCTION

Software-Defined Manufacturing (SDM) [23] is a concept derived
from information and communication technology Software-Defined
Anything (SDx). SDx follows the approach that solely the software
is decisive for the configuration of system functionality [23]. The
concept of SDM enables a separation of the manufacturing ecosys-
tem into physical manufacturing layers and software definition
layers, which enables full scalability of production and its equip-
ment through definition via software. Based on the description of
the product to be manufactured, the whole production software,
including machine control software, embedded software, cloud
services, and part programs, can be automatically generated, in-
stantiated, and configured. Key aspects for SDM are Model-Based
Systems Engineering (MBSE) in production environments and digi-
tal twins of the cyber-physical systems, available at all times during
the engineering process and operation [23, 36].

SDM requires a new approach to reliability analysis. Traditional
production systems are characterized by fixed production lines and
infrequent software updates. Figure 1 a) shows such a traditional
production system. Each production system is designed and pro-
grammed for a certain task. Therefore, the reliability assessment is
performed once before the operation, mostly manually, and is based
on classical reliability models, such as event trees [5], fault trees
[31], or reliability block diagrams [4]. In comparison to traditional
production systems, the focus of modern, complex production sys-
tems is increasingly shifted towards the software part. SDM and
digital twins [22] are part of this trend. SDM systems assume more
frequent software updates. Depending on the domain, we can ex-
pect a few updates per day. Each update can change the system
behavior significantly. Such an SDM system is illustrated in Figure
1 b). The reliability assessment of SDM systems must be performed
before each software update. Therefore, it is required to conduct the
reliability assessment in an automated and continuous approach.
Advanced hybrid and highly flexible reliability models are the key
enabling technology. These models must be automatically gener-
ated and synchronized with the available system models and digital
twins. Therefore, Model-to-Model (M2M) transformation methods
are another enabling technology.
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This paper presents a case study on automated and continuous
reliability assessment of SDM systems based on digital twins. The
case study on a robotic manipulator demonstrates the applicability
of the new method for automated and continuous reliability as-
sessment of SDM based on digital twins. In particular, the method
includes (i) a language profile of SysML v2 for reliability analysis,
(ii) automated M2M transformations from the extended SysML v2
system models to hybrid reliability models, and (iii) probabilistic
reliability analysis with the OpenPRA framework, extended with
new solvers.

Figure 1: Comparison of a traditional production system
(a), with fixed production elements and a software-defined
manufacturing system (b) with flexible and re-configurable
elements and a digital twin.

2 STATE OF THE ART

This section introduces the terms digital twin, model-based systems
engineering, and reliability assessment. It discusses related work
that is relevant to the topics examined in this paper.

2.1 Digital Twins

A digital twin is a software system consisting of models, data, and
services to interact with a cyber-physical system for a particular
purpose [3, 21, 22]. They serve to monitor, better understand and
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optimize the behavior of their respective counterparts. Modifica-
tions to the counterpart are automatically reflected in the digital
twin and modifications to the digital twin are automatically re-
flected in the counterpart. Therefore, digital twins must provide
both a representation of their counterpart and a connection to it
that enables to communicate changes between both systems [9].
Digital twins enable a wide range of value adding services, such
as predictive maintenance, real-time monitoring, detailed design-
space exploration, process optimization, reliability assessment, and
anomaly detection [29, 33, 37].

2.2 Model-Based Systems Engineering

MBSE is the formalized system modeling to support requirements,
analysis, design, validation, and verification phases of the system
development life cycle [17]. In this paper, we selected SysML version
2 (SysML v2) as the modeling language. We follow a simplified
modeling method based on structural and behavioral diagrams.

SysML v1.X [15, 26] is a standardized modeling language. It pro-
vides system engineers with the capability to design and visualize
models for various aspects of hardware and software systems and
their components. SysML v2 improves the expressiveness, preci-
sion, interoperability, integration, and consistency of the language
as compared to SysML v1.X. SysML v1.X was a profile of Unified
Modeling Language (UML). SysML v2 is an extension of the kernel
metamodel defined by the Kernel Modeling Language [KerML].
SysML v2 provides both graphical and complete textual notation
[26]. Huckaby and Christensen [16] have shown, that SysML is a
feasible option for modeling robotic systems. Makarov et al. [24]
propose to use SysML as a modeling language to describe the digital
twin. A possibility to model digital twins of cyber-physical systems
is presented in Bibow et al. [3]. The applied reference architecture
is specified in MontiArc.

2.3 Reliability Assessment

A Fault Tree (FT) [31] is a directed acyclic graph that models how
failures can cause a system failure. In a FT, the top event is the event
of interest and represents the failure of the system or subsystem.
The leaves of a FT are called basic events that model the failures of
individual system components. In addition to basic events, interme-
diate events are represented as logical gates such as AND, OR, and
K/N. Logical gates show how failures in individual components can
propagate through the system to a system failure. An example of a
FT is shown in Figure 7. The Fault Tree Analysis (FTA) is one of the
most common techniques for reliability evaluation. In this paper,
we use a bottom-up [34] technique to compute the probability of
system failure.

A Markov chain [11, 13] is a mathematical abstraction of a sto-
chastic process, which consists of a set of states and transitions
between them. The transition probability describes how likely it is
to jump from one state to the next one and depends only upon the
current state. Figure 6 gives an example of a Markov chain. The tran-
sition matrix summarizes all the transition probabilities. The most
common types of Markov chains are Discrete-Time Markov chains
(DTMC) and Continuous-Time Markov chains (CTMC). A DTMC
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describes a Markov process as a directed graph weighted with prob-
abilities. In reliability analysis, stochastically-defined reliability-
related events such as activation of faults, propagation of errors,
component replacement, and repairs are considered in the system
operation process described by a Markov chain.

For reliability analysis, absorbing Markov chains are the most
interesting ones. A Markov chain is an absorbing Markov chain if
at least one absorbing state exists and if it is possible to reach the
absorbing state from every state. An absorbing state is a state which
is impossible to leave, the other states are called transient states.
In Figure 6 the done and failure state are absorbing states. The
reliability-related questions are (a) "What is the probability that the
process ends in an absorbing state?" and (b) "How many steps will it
take on average?" The answers are given by the computation of the
probability of absorption and the time to absorption. To quantify a
Markov chain, a variety of numerical methods exist.

Hybrid reliability models: In risk analysis, different reliability
models assess the reliability of the system from various points
of view. This makes it important to combine different reliability
models to so-called hybrid reliability models. The common way of
combining fault trees, event trees, and Bayesian networks is defined
as Hybrid Casual Logic [35]. The classical approach to integrate
event trees and fault trees is to link fault trees to the nodes of an
event tree. The quantitative analysis of such a hybrid reliability
model can be performed by top-down or bottom-up techniques,
for a static coherent system without common events. A method
based on binary decision diagrams is suitable for non-coherent
systems. In our previous work [12], we presented the limited scope
of our open-source software platform OpenPRA, which supports
combined event tree and fault tree analysis. We have extended it
with a DTMC solver and combined Markov chain and fault tree
analysis. The standard approach to link a Markov chain and fault
trees is to define the transition probabilities to jump from one state
to another by the failure probabilities of fault trees.

Model-to-Model transformation: The continuous reliability as-
sessment of SDM systems requires M2M transformation methods,
to create hybrid reliability models from the digital twin formalism.
Transformation methods to fault trees from SysML models are pre-
sented in [25, 38], from UML in [40], from AADL in [10, 20, 32],
and from Simulink in [28]. Several transformation approaches to
DTMC from SysML models are introduced in [1, 6, 18, 27], from
AADL in [8, 39], and from Simulink [2, 19]. None of them support
the transformation to hybrid reliability models.

3 APPROACH

3.1 Overview

Our approach to the automated and continuous reliability assess-
ment of SDM systems is shown in Figure 2. The information about
the structure and behavior of the system is provided by the formal-
ism of a digital twin. We use this information and M2M transforma-
tion methods to generate hybrid reliability models - Markov chains
with interconnected fault trees. The Markov chains are created
from the behavioral diagrams and the fault trees from the struc-
tural diagrams of the digital twin formalism. The hybrid reliability
models are stored in the OpenPRA model exchange format and
serve as input for our OpenPRA framework that can numerically
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solve these models. Before each update of the digital twin, the M2M
transformation and the reliability assessment are repeated. The
reliability assessment results are returned to the digital twin for
the update/not-update decisions.
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Figure 2: Overview of the proposed approach to the auto-
mated and continuous reliability assessment of SDM based
on digital twins.
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3.2 Extended System Model

A Digital Twin models the system behavior, structure, and environ-
ment. For reliability analysis, it is also important to extend these
models with reliability data. SysML v2 provides various concepts
and methods to model systems, their components, behavior, struc-
ture, and environment. We assume that the DT of the SDM system
is modeled with SysML v2 formalism with additional risk metadata.
In SysML v2, packages and parts are used to model the structure of
a system. A package is a container that organizes other elements of
the model. A part models a modular structural unit, such as a system,
or a component that can interact with the system either indirectly
or directly. Each part can contain features such as attributes, actions,
or ports. Actions model the behavior of a system and can be asso-
ciated with several parts of the system structure. The actions are
connected to the sequencing of actions that represent the software
flow of the system. This is illustrated in Figure 6. The sequencing
of actions can be controlled by control nodes such as decision node,
fork node, join node, and merge node. The RiskMetadata package,
provided by SysML v2, allows us to embed reliability data, such as
failure probabilities to parts or actions. We extended the RiskMeta-
data package with the possibility to mark redundant components.
In this paper, we consider only the classical redundancy. However,
in a similar way, we can model other reliability-related features
such as k/n switches, spares, dependencies for dynamic fault trees,
etc.

3.3 M2M Transformation Method

Our M2M transformation algorithm parses a SysML v2 file and
searches for keywords. Which allows us to read the structure, de-
pendencies, behavior, and reliability data for further processing.
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A function creates the XML structure according to the OpenPRA
model exchange format and writes the final XML file. Figure 3
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Figure 3: M2M transformation from SysML v2 structure mod-
els to fault trees.

shows the M2M transformation method for fault trees. Our algo-
rithm automatically generates an FT for each action, where only
the used parts appear as basic events. For example, the action move
(a) is transformed into the top event modeled by an OR gate. Our
algorithm transforms the parts associated with the move action,
such as the electric_motor (b), into basic events. The failure proba-
bilities for each basic event (c) are provided by the risk metadata
package. In addition, the risk metadata gives us information about
the redundancy. The redundancy of the power system is modeled
by an AND gate (d).

Figure 4 illustrates the M2M transformation method for Markov
chains. The actions (move, pick, move_with_piece, and release) are
transformed into transient states and one or several absorbing
failure states are created. The fault trees provide the transition
probabilities. The transition probability to jump from the move
state to the failure state is given by the Move_failure FT from Figure
3. The transition probability to jump from move to pick is 1 —
P(Move_failure). The generated hybrid reliability models in the
OpenPRA model exchange format contain a Markov chain with
interconnected fault trees.
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Markov Chain

<actions
pick_release_action

Figure 4: M2M transformation from SysML v2 action se-
quences to Markov chains.

3.4 Reliability Analysis

We use and extend our OpenPRA framework [12] for the reliability
analysis. OpenPRA is an open-source framework, which aims to
integrate multiple Probabilistic Risk Assessment (PRA) methods
into a universal, easy-to-use, and highly customizable environment.
OpenPRA includes a FTA module, a new DTMC module, and a
new integrated analysis module. The FTA module consists of a
public API, a solver, and an XML reader. The FT solver is based on
a bottom-up algorithm that computes the probability of failure of
the top event. In the scope of this work, we extended OpenPRA
with a DTMC module and an integrated analysis module for hybrid
reliability models. The DTMC module consists of similar modules
as the FTA module. The DTMC solver can compute the probability
of absorption and the time to absorption. The integrated analysis
module was developed to analyze hybrid reliability models, such
as Markov chains linked with fault trees.

The integrated analysis module implements the following steps:
(i) Reads the given XML files and stores the reliability models inter-
nally as graphs. (ii) Start solving the fault trees by calling the FTA
solver, since they are at the bottom level and linked to the DTMC.
(iii) Add the computed results to the transitions of the Markov chain.
(iv) Call the DTMC solver to solve the final DTMC. (v) Output the
final results of each fault tree, the probability of absorption, and
the time to absorption of the DTMC.

4 CASE STUDY

4.1 System Overview

For our case study we have selected a robotic manipulator. The
robotic manipulator consists of a control system, a camera, seven
non-redundant electric motors, seven non-redundant torque sen-
sors, two redundant power systems, and a two-finger gripper. The
initial software to control the robot with the two-finger gripper,
Figure 5 a), consists of the following steps: initially, the robotic
manipulator moves to a certain position and subsequently tries
to detect a workpiece to pick. If the piece is detected, the robotic
manipulator picks the piece, moves to the conveyor belt, and re-
leases the piece there. Afterward, the robotic manipulator starts
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the process again. In case there is no detected workpiece, the task
of the robotic manipulator is finished.

It is possible to install new tools on the robotic manipulator.
For example a soldering iron. This leads to the necessity to update
the control software. The updated control software, Figure 5 b),
consists of the following steps: initially, the robotic manipulator
tries to detect a solder spot on a board. If there is a detected spot,
the robotic manipulator moves to this position. After moving to
the detected position, the position is checked one more time. If the
position is correct, the robotic manipulator starts the soldering. If
not, the adjust action is performed. After the soldering is completed,
the robotic manipulator tries to detect another solder spot. If no
spot is detected, the task is complete.

It is possible to update the software by adding new functions or
skills, e.g. adding a function to rotate the workpiece into the pick
and release software flow (Figure 5 a)).

4.2 System Models

The system is modeled in SysML v2 with a high-level package and
parts. Figure 8 illustrates the system architecture model of the sys-
tem. The components of the robotic manipulator (a) are modeled as
parts and extended with risk metadata. The risk metadata adds the
failure probability and if necessary redundancy to the component,
e.g. part power system with failure probability and redundancy (d).
The failure probability is obtained from the FIDES 2009 [14] and
NPRD-95 [7]. The actions are connected to the corresponding parts.
For example, the action detect is added to the parts camera, power
system, and control system (c). In SysML v2 it is possible to add risk
metadata to actions. We use this for instance to override the failure
probability of the electric motor during the move_with_piece_action
with a higher failure probability (b), due to the additional weight.

The behavior of the robotic manipulator, which shows the soft-
ware flow, is modeled as a sequence of actions. Figure 5 a) and b)
depict the software flows modeled in SysML v2.

4.3 Hybrid Reliability Models

The software flow, 5 a), is automatically transformed into a Markov
chains with interconnected fault trees. Figure 6 illustrates the Markov
chain of the pick and release action. The Markov chain contains the
transient states move, detect, pick, move with a piece, and release as
well as the absorbing states done and failure. After each transient
state, it is possible to jump to the failure state. These transition
probabilities are given by the corresponding fault trees. Similarly,
we automatically transform every updated software flow into a
Markov chain with interconnected fault trees. The Markov chain of
the soldering iron control software contains the transient states de-
tect, move, check position, adjust, and solder as well as one absorbing
failure state for each action and the absorbing state done.

From the system architecture, as shown in Figure 8, our M2M
transformation method creates automatically for each action a fault
tree containing all the used components. The probabilities of basic
events define the failure probabilities of associated components
during one minute of operation. The data is obtained from the
FIDES 2009 [14] and NPRD-95 [7]. Figure 7 illustrates the fault tree
of the detect action. The detect_failure is modeled as the top event.
The top event occurs either because of the failure of the camera,
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Figure 5: The software flow of the pick and release action (a)
and the solder action (b).

control system, or power system. The power system fails if both
power systems fail. The other fault trees are not shown in the scope
of this paper.

5 RESULTS

Table 1: Probability of absorption of the Markov chains. The
probability of absorption is given for one absorbing failure
state.

Markov chain Probability of absorption
1.690e-05

7.802e-06

Pick and release
Soldering
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Figure 6: Markov chain of the pick and release action. With
two absorbing states failure and done. From each transient,
it is possible to jump directly to the failure state.
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Figure 7: Fault tree of the detect failure. The top event detect
failure occurs either because of the failure of the camera,
control system or power system.

We analyze the reliability of the hybrid reliability models, dis-
cussed in subsection 4.3, with the OpenPRA framework. The ob-
tained results are presented in this section. First, we consider the
hybrid reliability model of the pick and release action. Second, we
focus on the soldering action. Table 1 presents the results of the
Markov chains with one failure state. The starting state in the pick
and release Markov chain is the move state and in the soldering
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Table 2: Probability of absorption of the Markov chain of the
pick and release action, with a failure state for each action.

Failure state Probability of absorption

move failure 6.648-06
detect failure 1.246e-08
pick failure 6.722e-07
move with piece failure 8.237e-06
release failure 1.332e-06

Markov chain the detect state. The first row of Table 1 shows that
the probability of absorption in the failure state of the pick and
release action is 1.690e-05. The probability of absorption in the fail-
ure state of the soldering action, shown in the second row of Table
1, is 7.802e-06. Table 2 shows the probabilities of absorption of the
Markov chain of the pick and release action. Starting in the move
state and with several absorbing failure states. The probability to
get absorbed in the move failure or release failure state is most likely.
In comparison Table 3 shows the results of the Markov chain of the
solder action, starting in the detect state, with several absorbing
failure states. The adjust failure and move failure states are the most
likely absorbing states. For completeness, Table 4 presents the top
event failure probabilities of all given fault trees.

Table 3: Probability of absorption of the Markov chain of the
solder action, with a failure state for each action.

Failure state Probability of absorption

detect failure 1.246e-08
move failure 5.983-06
check position failure 1.121e-08
adjust failure 1.132e-06
solder failure 6.629e-07

Table 4: Failure probabilities of the fault trees.

Fault tree Failure probability top event
Move 6.647e-07
Detect 1.246e-09
Pick 7.468e-08
Move with piece 9.152e-07
Release 1.480e-07
Check position 1.246e-09
Adjust 2.516e-07
Solder 7.366e-08

The results show, that our method is suitable for the automated
and continuous reliability assessment of SDM systems based on
digital twins. The structure and behavior of the system are modeled
in a SysML v2 formalism extended for reliability analysis. We can
compute the reliability of the system depending on the software.
The results of the fault trees are checked and compared against
XFTA [30].
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6 CONCLUSION

In this paper, we use a case study on a robotic manipulator to show,
that our method for automated and continuous reliability assess-
ment of SDM systems with frequently changing software is suitable.
The robotic manipulator can perform different tasks depending on
the uploaded software. The digital twin of the robotic manipulator
is modeled in SysML v2. Our method consists of (i) an extension
of SysML v2 for reliability analysis, (ii) automated M2M transfor-
mations from the extended SysML v2 system models to hybrid
reliability models, and (iii) probabilistic reliability analysis with our
developed OpenPRA framework extended with new solvers. The
case study demonstrates, that the automatically generated hybrid
reliability models can adapt to changes in system structure and
behavior. This enables the possibility to compute the reliability of
the system before each software update, based on the models of the
digital twin. The main goal of the paper is to demonstrate how the
automated and continuous reliability assessment can enable the
utilization of safety-critical SDM systems.

The extension to other hybrid reliability models that include
stochastic Petri net, dual graph error propagation model, CTMCs,
or dynamic fault trees is possible. This will require the further ex-
tension of the SysML v2 formalism, the development of new solvers
for our OpenPRA framework, and new M2M transformations. This
will help us to analyze the reliability of the system more precisely
and will be the subject of our future work. It is possible to extend
the OpenPRA framework to other reliability metrics, such as MTTF,
Weibull distribution, or exponential distribution.

The M2M transformation algorithms are limited in their func-
tionality. The transformation from behavioral diagrams to Markov
chains does only support decision nodes, no join nodes, no fork
nodes, and no merge nodes. The transformation algorithm to fault
trees does not support special features, such as ports or attributes.
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