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1. Introduction

In industrial manufacturing, traditional production pro-
cesses are challenged by the transition away from mass pro-
duction towards mass customization [1]. Digital technolo-
gies are integrated to respond to these developments [1].
Through connecting the physical and the virtual world,
greater efficiency and accuracy, as well as a higher level
of productivity, can be achieved [1, 2]. Digital twins
(DTs) can handle, analyze, and evaluate large amounts
of data generated during production [3]. A DT virtually
represents a cyber-physical production system (CPPS) us-
ing comprehensive data and models [4]. CPPS and DT
are interconnected and influence each other [3, 4]. Real-
ized as a self-adaptive system [5], the DT is capable of
autonomously responding to system inconsistencies and
attuning itself to the system’s environment and require-
ments [6]. Using DTs opens up new opportunities for sys-
tem data processing, e.g., simulation for process optimiza-
tion or generation of system behavior predictions [4]. The

manual implementation of a DT is challenging and time-
consuming [6]. Model-driven development [7] of DTs uses
several models with different levels of abstraction to derive
and generate the necessary source code [6].

This paper addresses how to modify the reference
architecture of a self-adaptive DT to reflect and com-
pensate for changes in the performance and environment
of a CPPS. Such a quality-aware DT can accurately
map highly individual machine capabilities and machine
behaviors, which results in the improvement of process
quality. The term ”process quality” denotes the quality of
a manufacturing process to obtain a consistent product.
To achieve a quality-aware DT, the key contributions are:

a. Including a quality assessor component to a model-
driven, self-adaptive DT reference architecture [6],

b. Establishing data exchange between DT and CPPS
via open platform communications unified architec-
ture (OPC UA),

c. Enhancing system testability and trainability by
connecting the physical CPPS or its virtual coun-
terpart to the DT.
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Abstract

The aim of software-defined manufacturing is a more adaptable production through software. This requires highly adaptive, ver-
satile cyber-physical production systems (CPPSs), which react flexibly to changes and perform crucial adjustments. Self-adaptive
digital twins (DTs) enable adaptability through monitoring the behavior of a CPPS, identifying problems, and determining adjust-
ments for the optimization of processes. DTs work with an idealized representation of the CPPS. Changes in system behavior that
negatively impact the process execution, e.g., caused by tool wear or variations of environmental influences, and, thus, the quality
of the resulting product, are ignored. This ignorance leads to defective products, sub-optimal product quality, and hazardous
CPPS states. To mitigate this, we present an approach to incorporate quality awareness into a model-driven reference architecture
of a self-adaptive DT. The devised concept automatically analyzes and optimizes system behavior. To this end, a component for
quality evaluation extends the reference architecture. The DT and CPPS are connected via OPC UA. To validate the approach,
a fiber laser machine is utilized. The DT can operate both on a physical and a virtual laser machine.
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In the following, Section 2 introduces preliminaries and
highlights related research. Subsequently, Section 3 de-
picts a modified DT reference architecture with OPC UA
communication for improving process quality. Section 4
presents an application example for a laser machine. Sec-
tion 5 discusses the results. Finally, Section 6 concludes
by summarizing the work and providing an outlook.

2. Preliminaries and Related Work

The approach to developing a quality-aware DT builds
upon a variety of concepts. This section introduces the
preliminaries and discusses related research. It concludes
by examining the research gap.

2.1. Digital Shadow and Digital Twin

Although the use of DTs is widespread in many appli-
cation areas [8], separate DT definitions exist for different
fields, e.g., for product design [9] or smart manufacturing
[10]. No universally accepted definition of the term DT
exists [11]. A systematic mapping study [8] investigates
1471 unique publications about DTs to determine the na-
ture of DTs. [12] investigates three commercially available
DTs concerning their capabilities and expandability.

The DT concept commonly describes a virtual counter-
part of a physical object [3]. We follow the differentiation
between digital shadow (DS) and DT, according to the
integration of automated data flow between the physical
and the virtual object. The DS enables one-way auto-
mated data flow from a physical object to its virtual rep-
resentation [3]. Changes in the state of the physical object
directly influence the corresponding digital representation
[13]. Integrating a bidirectional data flow between phys-
ical and virtual object yields a DT [3]. Variations in the
physical object state directly lead to an adjustment of the
virtual object. Inversely the same applies, changes in the
state of the virtual object directly influence the physical
object. This enables the virtual representation to func-
tion as a control instance of the physical object. A DT
system encompasses the whole structure, consisting of the
virtual and physical object, and the infrastructure for data
exchange, synchronization, and services.

2.2. Self-adaptive Software System

Distributed, mobile, and integrated software systems of
increasing size and intricacy complicate manual monitor-
ing and control [14]. These systems operate in a highly
dynamic environment, which requires flexible reactions to
changing conditions. Self-adaption enables responding to
alterations by adjusting system behavior at runtime.

One method to implement self-adaptation is the
monitor-analyze-plan-execute over a shared knowledge
base (MAPE-K) [15] control and feedback loop, which fol-
lows a sequence of the four eponymous phases to adapt the

system behavior of a CPPS [16]. The CPPS interacts via
sensors and actuators with the MAPE-K loop [17]. During
the monitoring phase, data is collected, filtered, and sum-
marized. The analysis phase provides a function to cor-
relate and model complex situations. Thus, the MAPE-K
system becomes familiar with its operating environment
and is able to predict future situations. In order to spec-
ify measures needed to achieve the stated goals and ob-
jectives, the planning phase utilizes available mechanisms
which take framework conditions into account. The task
of the execution phase is to supervise the realization of the
measure, determined in the previous phase, on the CPPS
under constant consideration of dynamic updating.

A technical realization of the analysis phase is event-
condition-goal (ECG) models [18]. ECG models determine
system states. In ECG, the occurrence of an event satis-
fying a predefined condition triggers the automatic out-
put of a goal objective. The planning phase may utilize
case-based-reasoning (CBR) to plan compensating mea-
sures [19]. CBR determines the necessary parameter alter-
ations to react to a particular system state. [19] depicts an
approach for CBR in DTs based on specific domain knowl-
edge to automatically detect malfunctions in CPPSs. Case
models, stored in the knowledge base, are used to identify
a solution to compensate for undesired system behavior.

2.3. Model-driven Development

In model-driven development, the software is abstracted
as models on which base source code is created automati-
cally [20]. This enables non-software developers to design
models and generate software. Applying model-driven de-
velopment reduces interdisciplinary misunderstandings.

2.3.1. MontiArc
The modeling language for complex software architec-

tures MontiArc [21] uses a small, easy-to-learn set of lan-
guage features. MontiArc comprises: components, con-
nectors, and configurations [22]. Components are com-
putational units of the architecture model that leverage
well-defined ports. Connectors establish communication
between components by connecting these ports. This en-
ables the modeling of software architectures with hierarchi-
cally structured and interconnected components. A code
generator compiles MontiArc models into source code.

2.3.2. Self-adaptive Digital Twin Architecture
The quality-aware DT builds upon a reusable, self-

adaptive DT reference architecture [19] in MontiArc,
shown in Figure 1. The DT system consists of five DT
components, an associated CPPS, a Data Lake, and the
data flow. The system evaluation passes through the four
main components in sequence. The output of a component
is made available to the succeeding component as input.
The components Data Processor, Evaluator, Reasoner,
and Executor, realize the MAPE-K scheme, presented in
Section 2.2. Figure 1 highlights the MAPE-K phases.
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Workpiece creation generates data that is stored in the
Data Lake. The Data Processor accesses this data and
converts it into a DS. The Evaluator monitors the CPPS
based on this DS. The Reasoner is notified if a malfunc-
tion is detected and provides a compensating improvement
proposal based on knowledge about the CPPS and its de-
sired system behavior. The Executor communicates the
improvement proposal to the CPPS and supervises its ex-
ecution. The CPPS provides feedback about the effective-
ness of an improvement proposal. Thus, a steadily increas-
ing Knowledge Base about a specific CPPS is established.

Figure 1. Self-adaptive Digital Twin reference architecture in Mon-
tiArc with MAPE-K phases, adapted from [19]

Multiple domains utilize DTs. Many DTs are individual
implementations. To avoid reimplementation, [6] presents
a model-driven development approach for a reusable DT
reference architecture in MontiArc. This framework is de-
ployed to create a DT for injection molding. The model-
driven establishment of an OPC UA connection between a
DT and the associated CPPS is depicted in [4]. A central
information point with an integrated information model
provides a bidirectional link between DT and CPPS.

2.4. Research Gap

This paper addresses the improvement of process qual-
ity based on a DT approach. Besides the application of
DTs, other approaches to improving process quality are
viable, e.g., using self-optimizing machining systems [23]
or a version of predictive maintenance [24].

The model-driven DT for injection molding, presented
in [6], does not consider the detection and improvement
of process quality. It consists of a reusable DT reference
architecture, which we modify to enable quality aware-
ness. We integrate the concepts of ECG models [18] for
the analysis of process data and CBR [19] for the planning
of compensating measures in a self-adaptive DT framework
based on MAPE-K. The model-driven OPC UA commu-
nication, depicted in [4], serves as a basis for the data ex-
change between DT and CPPS. All necessary technologies
to develop a quality-aware DT exist. However, they are
not yet used to improve process quality. In the following,
we will utilize the available concepts to modify the existing
DT reference architecture to enable quality awareness.

3. Enabling Quality Awareness in Digital Twins

This section presents a general process to develop
quality-aware DTs for utilization in various use cases.
It depicts the required steps to modify the existing self-
adaptive DT reference architecture. Furthermore, alter-
ations to enable OPC UA communication are described.

3.1. Architecture Modification for Quality Awareness

The self-adaptive DT reference architecture, presented
in Section 2.3.2, does not support the observation of
quality-relevant influences. The present state of the phys-
ical machine is unknown and not considered when as-
sessing improvements. To mitigate this, a new Quality
Assessor component is introduced to the reference archi-
tecture. Figure 2 shows the modified reference architecture
in MontiArc. The Quality Assessor observes data pro-
duced during the manufacturing process and by the system
environment. Common data points to observe are, e.g.,
motor current, axis position, and ambient temperature.

Figure 2. Self-adaptive Digital Twin reference architecture in Mon-
tiArc modified with the Quality Assessor component

During manufacturing, the CPPS and its surrounding
environment produce data, that is collected, transmitted,
and stored in a Data Lake. The Data Processor moni-
tors the data by sending queries for specific data to the
Data Lake. The Data Lake sends the requested data to
the Data Processor. The Data Processor converts the
data into a DS, which is readable and analyzable by the
Evaluator. The Evaluator queries the DS to analyze the
processed data, e.g., via an ECG model. If a process mal-
function is detected, a correcting action is requested by
sending an improvement goal compensating the error case
to the Reasoner. The Reasoner determines a suitable
approach to achieve the set improvement goal by draw-
ing on previous experiences, which are available in the
Knowledge Base. One option to identify a procedure for
improving the machine settings is CBR. After determin-
ing an improvement case, the necessary parameter changes
are sent to the Executor. The Executor then commands
and monitors the execution of the parameter changes on
the CPPS. The CPPS sends feedback about the success
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or failure of a specific corrective action to the Executor.
The Executor makes this feedback available to the Data
Processor, Reasoner, and Knowledge Base. An exten-
sive Knowledge Base is created through multiple cycles.

A unified modeling language (UML) activity diagram
visualizes the loop through the modified DT reference ar-
chitecture, shown in Figure 3. The activities are performed
by one of the following four actors: the user, a human
who manually interacts with the DT system; the CPPS,
which manufactures a product; the Quality Assessor,
the added component for quality assessment; and the DT,
consisting of a MAPE-K loop. The activity diagram relies
on ECG and CBR for analyzing and planning actions.

Figure 3. UML activity diagram of one loop through the modified
Digital Twin reference architecture

Before a first loop through the DT, the user defines
initial events for the ECG model and associated improve-
ment cases used for CBR. The definition of additional
events and cases is possible at a later stage. The man-
ufacturing process can be started after the initial setup.
This triggers the production of the product on the CPPS
and activates the sensors of the Quality Assessor. The
Quality Assessor sensors remain active to collect and
transmit process data to the Data Lake until the CPPS
completes the manufacturing process. The sensors of the
Quality Assessor are turned off after the CPPS finishes
production, and subsequently, the DT starts analyzing the
available process data. The current quality-state is deter-
mined based on the collected data and through use of the
ECG model. The detected state is either mapped to a de-
sired or a non-desired event. When identifying a desired
event, no adjustments to the machine settings are nec-
essary, and the quality evaluation process terminates. At
this point, the user can start a new manufacturing process.

If an undesired event is detected, an improvement goal is
determined by the Evaluator. The Reasoner searches for
a suitable improvement case to satisfy the stated goal. The
CPPS’s process settings are adjusted according to the im-
provement cases, and the quality evaluation is terminated.
A new manufacturing process can start.

3.2. Incorporation of OPC UA Communication

The OPC UA communication link enables a decentral-
ized and distributed application of the DT. Thus, com-
munication between all components of the DT system
independent of the system setup is possible. The inte-
gration of new sub-components into the Data Processor
and Executor is required to incorporate OPC UA com-
munication into the DT. Figure 4 shows the neces-
sary modifications. Through the OPC UA link, the Data
Processor receives process data and the Executor sends
execution commands. To enable data input via OPC UA,
a new sub-component called OPCUADataProcessor is
implemented in the Data Processor. To ensure the
data output via OPC UA, a new sub-component called
OPCUAExecutor is implemented in the Executor. The
task of the OPCUADataProcessor is to establish a reli-
able connection to the Data Lake and the data contained
therein. The process data passes through the OPC UA
link to the pre-existing Data Processor sub-component
DSCaster, which converts the data into DSs. Subse-
quently, the DSs are processed by the following compo-
nents without OPC UA related alterations. When a sug-
gested improvement reaches the Executor, the existing
CBRExecutorLogic prepares the execution command for
process parameter changes. These changes are then com-
municated with the CPPS via the added OPCUAExecutor
sub-component.

Figure 4. Self-adaptive Digital Twin reference architecture with in-
tegrated OPC UA communication sub-components
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4. Application Example

As an application example, the modified DT reference
architecture is realized for a laser system with OPC UA
communication. For the programming of the DT, Mon-
tiArc, and Java 8 are employed. The OPC UA communi-
cation uses the no-code platform Collectu1 and the open-
source OPC UA framework Eclipse Milo2. The DT can
operate on a physical TruPulse 2002 nano3 fiber laser ma-
chine and on its virtual representation, simulated with
the ISG-virtuos4 simulation platform. The same Beck-
hoff TwinCAT5 process control and DT are utilized for the
physical and the virtual laser machine. Only one, either
the physical or the virtual laser machine, can be connected
to the process control; the shift occurs via a control but-
ton. This dual application enables the user to experiment
with the virtual representation by testing scenarios that
might potentially be dangerous to the user or damage the
physical laser machine. Results found in tests on the vir-
tual application can be deployed on the physical device.
This enables a considerable increase in knowledge about
the system and improves its testability and trainability.

Figure 5 shows the architecture of the application ex-
ample. As a CPPS, the laser system is connected to the
modified DT reference architecture. The laser system com-
prises the process control, the physical and the virtual
laser machine. Data for quality assessment is collected
via physical quality sensors to measure tangible process
data or virtual quality sensors, which are built into the
simulation of the virtual laser machine to collect virtually
generated process data. Depending on whether the phys-
ical or virtual laser machine is connected, the associated
quality sensors are deployed. Regardless of how data is
collected, it is subsequently stored in the Data Lake. The
four main components of the DT are adjusted to fit a use
case of surveying and controlling the laser removal depth.
The removal depth should lie within a predefined range.
In case of deviations compensating measures are necessary.
For this purpose, the Evaluator is equipped with a match-
ing ECG model sub-component. A CBR sub-component
of the Reasoner is adjusted to fit the use case.

5. Discussion

The modifications to an existing self-adaptive DT ref-
erence architecture proposed in this paper result in a
quality-aware DT. The modified DT reference architec-
ture is suitable to reflect and compensate for changes in
the performance and environment of the corresponding
CPPS. Fundamentally, this was proven via an applica-

1 https://collectu.de
2 https://projects.eclipse.org/projects/iot.milo
3 www.trumpf.com/products/laser/trupulse-nano/
4 www.isg-stuttgart.de/en/products/isg-virtuos
5 www.beckhoff.com/en-gb/products/automation/twincat/

Figure 5. Self-adaptive Digital Twin reference architecture for con-
necting a physical and virtual laser machine

tion example for a laser system. The realized quality-
aware DT system establishes an OPC UA connection to
the laser machine and the associated sensors for quality
assessment. Based on the collected process data, the DT
autonomously detects unintended system behavior within
the limits of the use case and determines necessary sys-
tem changes based on case similarity, which the process
control subsequently executes. This application example
only implements a rudimentary use case to demonstrate
the fundamental suitability of the modified DT reference
architecture. To obtain a comprehensive quality assess-
ment of the CPPS, an expansion of the use case scope
as well as vigorous testing and validation are necessary.
Tangible refinement relevant for production purposes re-
quire the expansion and specification of Evaluator and
Reasoner. Hereto, ECG and CBR can be supplemented
or replaced by specialized methods, e.g., using machine
learning approaches. Communication via OPC UA per-
mits fast and low-effort connections to several different
CPPSs. For analysis between two instances of a manu-
facturing process, OPC UA and the MAPE-K scheme are
suitable. However, if improvements during production are
necessary, the aptitude of OPC UA and MAPE-K is un-
certain, since neither is designed to work in real-time. The
shift between execution on a physical or virtual CPPS rep-
resents a genuine improvement in the use and build of a
DT system’s Knowledge Base. It is the basis for safe and
improved testing and training of system functions. By ex-
ploiting the potential of both configurations, a fully tested
DT system is created. Findings from experimental system
improvements in virtual configuration can be used directly
to operate the physical system.
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6. Summary and Outlook

This paper describes how an existing self-adaptive DT
reference architecture is modified to reflect and compen-
sate for changes in the performance and environment of a
CPPS. This results in a quality-aware DT capable of re-
liably improving process quality. Instead of depending on
idealized digital versions of a CPPS when analyzing and
evaluating system behavior, the unique system conditions
of a specific CPPS are taken into account. We modified the
self-adaptive DT reference architecture, presented in [6], to
include a component for collecting and assessing quality-
relevant process data and enabling OPC UA communica-
tion between DT and CPPS. A use case demonstrates the
capabilities of the quality-aware DT. The modified DT
connects to a physical laser machine and its virtual simu-
lation. Thus, enhancing system testability and trainability
and quickly gaining comprehensive system knowledge.

The modified DT reference architecture for the improve-
ment of process quality is not limited to the use of a specific
CPPS or manufacturing technique. Milling operations, for
example, are suitable for future applications. During on-
going research, the presented modified DT reference ar-
chitecture is used to create a comprehensive application
observing multiple quality-relevant factors. Part of this
research will be determining conclusive indicators for pro-
cess quality and tailoring error detection and resolution
of these indicators in the Evaluator and Reasoner com-
ponents, e.g., through machine learning methods. This
enables adaptation to the unique CPPS characteristics.
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