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Abstract—Cyber-Physical Production Systems necessitate effi-
cient configuration and continuous reconfiguration to adapt to
evolving requirements and shifting goals. This process involves
integrating various system structures to derive new functions
and behaviors. The concept of the Digital Twin, which allows for
effective integration and testing, is instrumental in facilitating this
task. However, a fundamental prerequisite is that Digital Twins of
individual system components must be composed efficiently and
in accordance with dynamic System-of-Systems. We address this
challenge by introducing an approach for the automated horizon-
tal and vertical composition of Digital Twins, aimed at minimizing
manual intervention and enhancing adaptability. Therefore, a
pipeline specifically designed for this goal is proposed, which
includes the generation of new functions and behaviors. This
approach is intended to provide a foundation for future research.

Index Terms—Digital Twins, System-of-Systems, Composition,
Integration, Cyber-Physical Systems

I. INTRODUCTION

Rapidly changing customer requirements and production
goals increase the demand for modular and interoperable
production systems. In this regard, the System-of-Systems
(SoS) approach offers significant potential for flexible and
adaptable production by incorporating various Cyber-Physical
Systems (CPS) [1], [2]. In this framework, CPSs must undergo
both horizontal and vertical composition with other CPSs
throughout their life cycle, enabling the development of new
functions not possible with standalone systems (see. Fig. 1)
[2]. Horizontally, this composition involves linking systems
across different process steps during operation, thereby fa-
cilitating the exchange of materials, energy, and information
within manufacturing networks [3]. Vertically, CPS composi-
tion encompasses the integration of systems at various hierar-
chical levels within engineering, from field devices up to the
enterprise level (e.g., according to the Reference Architecture
for Industry 4.0 (RAMI 4.0)) [4].

In this context, Digital Twins (DTs), serving as ”virtual rep-
resentations” of physical assets, play a vital role in CPSs. DTs
manage and integrate data and digital models across the asset
life cycle, enabling essential digital services [5]. They support

Fig. 1. Horizontal and vertical composition of DTs

bidirectional data exchange for real-time asset monitoring and
actions in virtual space to adjust the behavior [6]. Moreover,
DTs support varied applications, from virtual commissioning
to predictive maintenance [7]. Their role is also critical in
the automated composition of systems, from individual CPS
to comprehensive Cyber-Physical Production Systems (CPPS)
[8], [9]. However, for the effective deployment, DTs must
be efficiently synchronized with the corresponding composed
SoS. Currently, a high effort and manual intervention is
needed for this task. To increase efficiency, more automation
is required to integrate evolving system structures and develop
composed DT functions and behaviors.

Thus, an outline of a pipeline for the automated com-
position of DTs in the context of SoS is sketched in this
contribution. Sec. II introduces key requirements for this goal,
followed by a description of the pipeline in Sec. III. In Sec.
IV, related approaches are analyzed with regard to specific
pipeline constituents. Finally, Sec. V summarizes the presented
contribution and highlights directions for future work.
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II. REQUIREMENTS

R1: Domain-Specific Semantic and Standard-Based Ex-
pression of DT Information

The first requirement focuses on integrating and ensuring
interoperability among DT components, such as data, digital
models, and digital services. The varied origins of DTs present
challenges in harmonizing their structures, functions, and
behaviors, complicating automated composition. To address
this, a formal semantic model is necessary, based on domain-
specific standards, that clearly and unambiguously describes
all relevant DT information [10], [11]. This semantic model
alongside a meta model, which includes information of the
targeted SoS, is essential for facilitating further composition
and ensuring consistent integration across the pipeline.

R2: Parsing of DT Information for Composition
The composition of DTs relies on seamless interoperability

of DT components. DTs contain data and digital models
from different domains, necessitating cohesive meta models
for input artifacts that integrate diverse domain expertise and
distributed data [10]. Leveraging domain-specific languages
(DSLs) allows domain experts to contribute effectively, us-
ing their preferred modeling methods [12]. These DSLs are
commonly designed in language workbenches (LWBs) that
automatically provide an infrastructure for model parsing and
interpretation.

R3: Automatic Generation of Composed DT Functions
In CPPS, CPSs are often composed both horizontally and

vertically, requiring efficient, automated generation of corre-
sponding composed DT functions [2]. To ensure consistency,
correctness, and interoperability across abstraction layers, it
is essential to use a formal representation of DT components
[13]. These formal models enable a systematic synthesis of
data and logical inference of new DT functions, facilitating the
integration and inference of higher-level DT functions using
domain-specific knowledge [14]. This ensures reliable and
accurate automatic generation of new DT functions, crucial
for the effective operation of CPPS.

R4: Automatic Generation of Composed DT Behavior
Another key pipeline constituent is the automated generation

of DT behavior according to newly composed DT functions.
Effective automation requires addressing challenges in gen-
erating diverse behavior models from these functions. These
include maintaining precision in behavior rules, ensuring flex-
ibility for dynamic changes, achieving interoperability across
CPS components, and allowing domain experts to influence
behavior specifications easily. Additionally, automated code
generation is necessary to efficiently translate these behavior
models into executable code. Addressing these issues is crucial
for maintaining the consistency, correctness, and adaptability
of DT behavior. [3]

R5: Automatic Validation and Verification
Automated validation and verification of DTs must re-

solve component conflicts to ensure specifications and CPS
integrity. It is crucial to confirm that composed DTs function
as intended and implement their behaviors correctly in real-
world contexts. Semantic soundness validation is essential,

requiring checks against domain-specific rules and objectives
[15]. This includes assessing how well DTs meet targets, such
as providing a comprehensive manufacturing system overview
as key performance indicators. Finally, detailed reports must
document the process’s effectiveness, offering insights into the
performance as well as reliability of composed DTs.

III. PIPELINE FOR THE AUTOMATIC COMPOSITION OF
DIGITAL TWINS

A. Overview

We propose the following pipeline in Fig. 2 with differ-
ent engines for the composition of DTs to accomplish an
automated integration. The input includes the semantic DT
model, supplemented by formal artifacts such as rules and
constraints, and meta models for specific pipeline constituents.
These are parsed into an abstract syntax tree (AST) containing
all semantic DT information required for composition (1.
Parser Engine). From this AST, the semantic DT model, which
includes the formal description of functions, is used together
with the meta model as well es formal rules for inferring new
functions with reasoning mechanisms and a rule engine (2.
Composition Engine). Naturally, the automatic composition
can result in unwanted functions and safety risks. Therefore,
formal validation is necessary to comply with rapidly changing
safety regulations (3. Validation Engine)1. Finally these new
composed DT functions are used for code (behavior model)
and report generation (4. Generator Engine).

B. Semantic Digital Twin Model

Given the diversity of DTs from various manufacturers and
the heterogeneity of their data sources, a unified semantic DT
model employing domain-specific standardized terminology
and relationships is crucial for integrating data, digital models,
and digital services throughout the pipeline. The use of formal
models like ontologies provides machine-readable descrip-
tions vital for automated integration and enables reasoning
mechanisms in the Composition Engine to accurately infer
new functions from updated structures. Selecting a top-level
ontology relevant to the specific domain is essential for ef-
fectively integrating and ensuring the interoperability of DTs.
This ontology serves as the foundational semantic framework
for the composition process. Thus, a comprehensive semantic
DT model must encompass details about both the DT and
its physical counterpart. Additionally, specifying the technical
interfaces necessary for function execution is essential for
operation. Beyond the content of the semantic DT model, the
use of modular and standards-based ontology design patterns,
tailored to specific information needs and use cases, is vital for
continuous adaptation of the semantic DT model [11]. These
design patterns provide standardized templates that experts
can employ to describe relevant aspects of the DT, including
its functions, structures, and behaviors. For the integrity and
validity of the composed DTs, providing validation rules and

1OSHA safety regulation standards: https://www.osha.gov/laws-regs/
interlinking/standards/1910.212
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Fig. 2. Pipeline for the composition of DT functions, divided into four core steps.

constraints to the Validation Engine is advantageous. In this
context, the Shapes Constraint Language (SHACL) can be uti-
lized for data structure validation in order to ensure adherence
to the defined semantic DT model. Furthermore, applying the
Semantic Web Rule Language (SWRL) can enforce complex
rules (e.g. regulatory rules), ensuring consistent and correct
functions across the composed DTs.

C. Parser and Composition Engine
For effective DT function composition, semantic DT mod-

els are parsed into an AST for internal representation and
reuse. These models, along with the semantic DT function
descriptions, are utilized in the following process. When
considering DT functions and interfaces of DTs, it’s necessary
for functions required by one DT and provided by another
to conform to a specific schema. Each DT function, tied to
both structure and behavior models, must define clear pre-
and post-conditions related to its potential behavior. Based
on defined structure models with an underlying meta model,
models can be composed by integrating one structure with
another. Behavior models must be adapted to conform to
both the structure and the meta model. Importantly, behavior
models must also adhere to a meta model. For instance,
structural integrity can be leveraged to infer new structures,
and defined behaviors can predict all potential behaviors.
Using an ontology of behavior and structure combinations,
models can be composed with reasoning mechanisms and
a rule engine. Syntactic correctness is ensured as the new
composed DT function adheres to predefined syntax, while
semantic correctness is verified by validating the composed
function models. In adaptation to previous research [3], the
composition of Business Process Model Notation (BPMN) for
modelling the behavior alongside of class diagrams as a struc-
tural component can be treated as a horizontal composition.
While an abstraction in a vertical direction involves creating an
overview of the system as a whole. For instance, a horizontal
composition involves integrating a machine tool with a multi-
axis robot, while a vertical composition integrates this system
into a product assembly line. As the DT functions are related to
their behaviors, the latter are derived from the former. Overall

a composed DT function will provide a composition of these
pre- and post-conditions. These conditions can be considered
for validation against validation rules.

D. Validation and Generator Engine

Other than the DT functions, function rules can be derived
from requirements documents or functionality regulations.
Using a language such as SWRL, these regulations can be
formalized for validation as function rules. This enables test
engineers to verify composed DT functions against constraints
and regulations within their preferred domain. For instance,
a robotic arm’s degree of freedom in a product line might
be restricted to avoid damaging nearby infrastructure due to
space constraints. Test engineers design simulations to test
composed functions, ensuring semantic soundness by defin-
ing function rules, such as preventing contradictory control
commands in machine tool behaviors. The validation strategy
involves checking the generated composed DT function against
function rules. Specifically, the structure and behavior must
be tested against limitations and goals, for example, collision
detection in a simulation using 3D CAD models. Output
artifacts of this step are the validation report and the composed
DT function, which is passed to the Generator Engine. Using
design patterns, these functions are used to generate the code
to provide the composed DT behavior to the physical machine.
These templates are required for code generation, e.g. Java
code or a CNC program.

IV. RELATED APPROACHES

In the context of semantic DT models, the German Industry
4.0 initiative has pioneered setting DT description standards
through Asset Administration Shells (AAS) available in var-
ious serializations like XML and JSON [10]. Bader and
Maleshkova [13] advanced this with a formally structured,
RDF-based AAS, suitable for semantic DT models. How-
ever, for thorough horizontal and vertical DT integration, the
metamodel requires additional refinements. The digital shadow
metamodel by Becker et al. [16] and the ontology development
method by Hildebrandt et al. [11] offer robust frameworks
for expanding these models, focusing on modular, reusable,
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and standards-based ontology design patterns for detailed DT
descriptions.

With regard to the Composition Engine, one method for
composing functions involves using an ontology, as demon-
strated by Elhabbash et al. [17], who integrated four key
aspects (user, environment, platform, and services) into an
OWL ontology termed holons. Composing such holons neces-
sitates defining the required and provided interfaces. However,
their work does not address the nuances of horizontal or
vertical composition of functions. In contrast, a model-based
approach by another study [3] facilitates the development of
system functions by modeling machine functions with gaps
filled by domain experts using tools like the BPMN. This
approach leads to an executable BPMN that represents a form
of horizontal composition but lacks a vertical perspective.
Another study [14] focused on a modeling technique for 3D-
CAD information within an ontology, achieving a vertical
composition by integrating kinematic functions with geometric
descriptions. Yet, this approach does not encompass horizontal
composition or a broader model-based strategy. LWBs, such
as Xtext [18], provide an infrastructure for compositional
development and formal validation of domain-specific lan-
guages. Recent enhancements in LWBs support design time
validation of domain-specific languages [12], using rules to
ensure component semantics within specific domains. Further,
validation scenarios defined by Soernig et al. [15] are used
to conform models to metamodels using DSL derived rules,
enhancing DT function validation.

V. SUMMARY AND FUTURE WORK

This paper presented a pipeline designed for the automated
composition of DTs within SoS. It addresses both vertical and
horizontal DT composition by leveraging formal artifacts (e.g.
semantic DT model) and using DSLs. The combination of both
is vital within the pipeline. Firstly, the semantic DT model
is essential for the Composition Engine to develop new DT
functions. Secondly, the output from this step is validated and
verified, enabling the automatic generation of new code for
the revised behavior of the DT with DSLs. This pipeline is
set to support the concurrent composition of DTs within SoS.

Future research should prioritize enhancing the pipeline
constituents introduced here. Critical advancements include
refining the semantic DT model to ensure a standardized, clear
description of both physical and virtual elements, specifically
necessary DT information within CPSs. Additionally, research
should extend to the Composition, Validation, and Generator
Engines. For the Composition Engine, exploring effective
symbolic reasoning approaches is crucial to facilitate the
automated composition of new DT functions. Furthermore, in
the Generator Engine, developing associated behavior models
using DSLs needs exploration to enable diverse digital model
creation, such as simulations and machine learning applica-
tions, for various use cases.
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